3GPP TSG-RAN3 Meeting #35 
R3-030501

Seoul, Korea, April 7 - 11, 2003
Title:
TCP and HSDPA Guaranteed Power
Agenda Item:

10.0.2a

Source:

Nortel Networks
Document for:
Discussion and Decision

1
Introduction

In the RAN3#34 meeting a joint RAN2/RAN3 adhoc was dedicated to some remaining HSDPA open issues. Nortel proposed (see [1]) to define a new parameter: guaranteed HSDPA power i.e. a minimum guaranteed power on which the HS-DSCH channels would have priority over the DCH channels.

The basic motivation for this new parameter, as explained in [1], was to protect HSDPA-GBR traffic during periods of DCH overload. In addition it was noted that TCP traffic carried on top of HS-DSCH would also benefit from this minimum guaranteed power. Unfortunately, the discussions triggered by [1] were focused on HSDPA-GBR traffic only, and lot of time was spent on some companies’ concerns about how the proposed parameter (HSDPA Guaranteed Power) should be related to HSDPA-GBR CAC, DCH CAC or the proposed HSDPA Required Power reporting.

In this contribution we would like to focus on the need to protect TCP traffic carried on top of HS-DSCH. All the presented arguments are taken from IETF documents. Focusing on TCP traffic will also help to clarify the relative independence of the proposed HSDPA Guaranteed Power parameter from some other parameters (e.g. HSDPA Required Power which is necessary for GBR traffic only).

2
Discussion

2.1
Excerpts on TCP behaviour from IETF documents

TCP behaviour over 2.5G and 3G wireless networks has been studied by IETF and about one month ago a set of recommendations has been published as RFC 3481 by the PILC (Performance Implications of Link Characteristics) working group (see [2]). This is an RFC of the “Best Current Practice” category.

We would like to point out the following excerpt from this RFC, related to the bandwidth oscillations phenomenon in 2.5G and 3G networks:

2.7 Bandwidth Oscillation

Given the limited RF spectrum, satisfying the high data rate needs of

2.5G/3G wireless systems requires dynamic resource sharing among

concurrent data users.  Various scheduling mechanisms can be deployed

in order to maximize resource utilization.  If multiple users wish to

transfer large amounts of data at the same time, the scheduler may

have to repeatedly allocate and de-allocate resources for each user.

We refer to periodic allocation and release of high-speed channels as

Bandwidth Oscillation.  Bandwidth Oscillation effects such as

spurious retransmissions were identified elsewhere (e.g., [30]) as

factors that degrade throughput.  There are research studies [52],

[54], which show that in some cases Bandwidth Oscillation can be the

single most important factor in reducing throughput.  For fixed TCP

parameters the achievable throughput depends on the pattern of 

resource allocation.  When the frequency of resource allocation and

de-allocation is sufficiently high, there is no throughput

degradation.  However, increasing the frequency of resource

allocation/de-allocation may come at the expense of increased

signaling, and, therefore, may not be desirable.  Standards for 3G

wireless technologies provide mechanisms that can be used to combat

the adverse effects of Bandwidth Oscillation.  It is the consensus of

the PILC Working Group that the best approach for avoiding adverse

effects of Bandwidth Oscillation is proper wireless sub-network

design [23].

As explained in the above excerpt, bandwidth oscillation may be the single most important factor degrading TCP performance. There is also an IETF PILC WG consensus that the bandwidth oscillation should be combated at the sub-network level i.e. at the UTRAN level.

Here is another excerpt from a work-in-progress draft [3] of the PILC working group:

8.2 Recovery from Subnetwork Outages

Some types of subnetworks, particularly mobile radio, are subject to

frequent temporary outages. For example, an active cellular data user

may drive or walk into an area (such as a tunnel) that is out of

range of any base station. No packets will be successfully delivered

until the user returns to an area with coverage.

The Internet protocols currently provide no standard way for a

subnetwork to explicitly notify an upper layer protocol (e.g., TCP)

that it is experiencing an outage rather than severe congestion.

Under these circumstances TCP will, after each unsuccessful

retransmission, wait even longer before trying again; this is its

"exponential back-off" algorithm. Furthermore, TCP will not discover

that the subnetwork outage has ended until its next retransmission

attempt. If TCP has backed off, this may take some time.  This can

lead to extremely poor TCP performance over such subnetworks.
This excerpt addresses the phenomenon of frequent temporary outages in mobile radio networks. It states that temporary outages are particularly damaging for TCP traffic.

2.2
How is this related to HSDPA Guaranteed Power?

There are currently no NBAP provisions for configuring a minimum guaranteed power for HSDPA in a cell. Therefore, there is a risk that the DCH traffic as a whole might take too much power during temporary overload situations, causing “bandwidth oscillation” or even “temporary outage” of the HSDPA functionality as a whole.

It should be noted that the Bandwidth Oscillation and Temporary Outage phenomena described in the IETF documents refer to individual UEs. The bandwidth allocated to an individual UE will always be subject to fluctuation or to outages because of fluctuating radio conditions and this is something that cannot be prevented. Despite this, the “average user” in a cell should still be able to receive decent service, due to the fact that all the UEs do not experience the same radio conditions simultaneously.

In contrast to this, the temporary DCH overload situation impacts the whole cell and degrades the HSDPA functionality as a whole. This is why something may have to be done to provide some minimum guaranteed service for HSDPA, even if it is for non-GBR traffic.
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It has been argued that it suffices for the CRNC to make an implicit reservation of power for HSDPA (H). In order to explain why the implicit guarantee does not work well, consider the scenario depicted in the figure above.

Suppose the CRNC implicitly allocates some guaranteed HSDPA power (H) i.e. the value of H is unknown to the NodeB. The DCH CAC algorithm in the CRNC has also allocated some power (T) which is the statistical power needed to serve the established DCH traffic. The value of T is also unknown to the NodeB. NodeB is only aware of the sum of MaxDL Powers (S), which can be even greater than the max cell power (X).

Under temporary overload conditions of DCH traffic (I > T) there can be no immediate action in the NodeB, because the NodeB has no idea about when to react. It will start applying the overload handling only when the instantaneous DCH power (I) reaches the Total cell power (X) i.e. unfortunately, this means when the power “guaranteed”  for HSDPA becomes reduced to zero. During the period of time where T < I < (X-H), the DCH traffic is already in overflow situation and is eating into the margin (M). Starting from I > (X-H), the DCH traffic begins to steal power away from the implicitly guaranteed power H.

Hence, an implicit guarantee is not enough. All the problems could be avoided if the guaranteed HSDPA power (H) becomes explicitly signalled to the Node B by the CRNC. In this way the NodeB can start the overload handling as soon as the instantaneous power I reaches the  (X - H) threshold.

3
Important to note

It is important to note that the HSDPA Guaranteed Power:

· Is intended to protect HSDPA-GBR traffic (see [1]) or TCP traffic or both

· Is dynamically adjustable (e.g. could be based on HSDPA Required Power reporting for the GBR traffic plus some additional margin for TCP traffic)

· It does not create “artificial boundaries” between the DCH pool (T) and HSDPA pool (H):

· both DCH connections can take power from H in case there is no sufficient HSDPA traffic, and

· HS-DSCH connections can take power from (X – H) in case there is no sufficient DCH traffic.

· Is not used for HSDPA CAC decisions when admitting a new HS-DSCH, because the HSDPA CAC decisions would be based on the total non-DCH power (X - T)
· Is proposed to be Optional

4
Conclusion

We believe we clarified that the proposed HSDPA Guaranteed Power would be helpful for mitigating the effects of Bandwidth Oscillation and Temporary Outages phenomena which are probably one of the most degrading factors for TCP performance  (according to the quoted IETF documents).

It is proposed to include an HS-PDSCH and HS-SCCH Guaranteed Power IE in the PHYSICAL SHARED CHANNEL RECONFIGURATION REQUEST FDD message on the Iub interface. The proposed changes are attached in the Annex of the present contribution.
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ANNEX: Proposed NBAP Changes for HSDPA Guaranteed Power

HS-DSCH Resources

[FDD - If the PHYSICAL SHARED CHANNEL RECONFIGURATION REQUEST message includes HS-PDSCH and HS-SCCH Total Power IE the Node B shall not exceed this maximum transmission power on all HS-PDSCH and HS-SCCH codes in the cell. If a value has never been set or if the value of the HS-PDSCH Total Power IE is equal to or greater than the maximum transmission power of the cell the Node B may use all unused power for HS-PDSCH and HS-SCCH codes.]

[FDD - If the PHYSICAL SHARED CHANNEL RECONFIGURATION REQUEST message includes HS-PDSCH and HS-SCCH Guaranteed Power IE, the Node B shall ensure that HS-PDSCH and HS-SCCH codes have a higher priority in utilising this fpower over any other channels. If a value has never been set, the Node B shall assume that there is no guaranteed power for the HS-PDSCH and HS-SCCH codes.]
9.1.62
PHYSICAL SHARED CHANNEL RECONFIGURATION REQUEST

9.1.62.1
FDD Message

	IE/Group Name
	Presence
	Range
	IE Type and Reference
	Semantics Description
	Criticality
	Assigned Criticality

	Message Discriminator
	M
	
	9.2.1.45
	
	–
	

	Message Type
	M
	
	9.2.1.46
	
	YES
	reject

	Transaction ID 
	M
	
	9.2.1.62
	
	–
	

	C-ID
	M
	
	9.2.1.9
	
	YES
	reject

	SFN
	O
	
	9.2.1.53A
	
	YES
	reject

	HS-PDSCH and HS-SCCH Total Power
	O
	
	Maximum Transmission Power

9.2.1.40
	Maximum transmission power to be allowed for HS-PDSCH and HS-SCCH codes
	YES
	reject

	HS-PDSCH and HS-SCCH Scrambling Code
	O
	
	DL Scrambling Code 

9.2.2.13
	Scrambling code on which HS-PDSCH and HS-SCCH is transmitted.

0= Primary scrambling code of the cell 1…15 = Secondary scrambling code
	YES
	Reject

	HS-PDSCH FDD Code Information
	
	0..1
	9.2.2.18F
	
	YES
	Reject

	HS-SCCH FDD Code Information
	
	0..1
	9.2.2.18G
	
	YES
	Reject

	HS-PDSCH and HS-SCCH Guaranteed Power
	O
	
	
	Guaranteed power over which HS-PDSCH and HS-SCCH codes have the highest priority
	YES
	Reject







































































